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1. Introduction
Land plays an important role in the socioeconomic conditions of humans. Baringo county is
known to have two lakes, Lake Baringo at 130 km2, and Lake Bogoria an alkaline lake with
an area of 34 km2. Despite having two lakes in one county, Baringo also has vast large tracts
of land which are forests, farmlands, grasslands, built-up areas, and other lands. Over the
years with the effect of climate change, it has been quite difficult to monitor the land cover
changes that have occurred in the ground. Using remote sensing technology helped by the
statistical language of R, new land cover classes of Baringo have been created using the
Intergovernmental Panel on Climate Change (IPCC) land cover classes which are wetlands,
farmlands, grasslands, forests, built up areas and other lands. These classes will help
outline area changes which will be in hectares of land cover of Baringo county over a
3-decade span. Not only does this project help in detecting changes in land cover but also
contributes significantly to the mitigation of climate change, including the promotion of
sustainable management of forests, water bodies, and terrestrial ecosystems.

2. Methodology

2.1 Study Area
This study was implemented within Baringo county as displayed on figure 1 below.



Figure 1: A map showing Baringo County as the study area

2.2 Flow Chart

Figure 2: Methodology flow chart



2.3 Image processing
To develop IPCC land cover classes which are wetlands, croplands, forest land, grassland and
settlements, landsat 8 and 7 data were used. Band 1, 2, 5, and 7 were used to perform the
supervised classification of Baringo County using the IPCC classes. These 4 bands achieve
the same classification results as using all bands in landsat 8 and 7.

2.3.1 Data Acquisition
The raster datasets were downloaded from usgs.gov at a resolution of 30 metres as shown in
the table below.

Table 1: Data sources, period and resolution

Dataset Data Type Resolution Time Source

Landsat 8 Raster 30 metres Feb, 2022 usgs.gov

Landsat 7 Raster 30 metres Feb, 2012 usgs.gov

Landsat 7 Raster 30 metres Feb, 2002 usgs.gov

USGS allows cloud filtering of the raster images. Setting the filter to 15% allows very
minimal cloud cover in the raster tiles. After acquiring the required datasets, the three tiles
representing Baringo County were visualized in QGIS. Mosaicking each band in the images
was done, the three tiles would then end up as one large tile representing each band. This is
followed by stacking the bands to form one raster by compositing the tile bands. For landsat
7, the scanline errors are removed using the mask layers available in USGS for the respective
timeline. This is done before mosaicking or compositing the tiles. Once the raster images
were composited, clipping was done using the Baringo County shapefile to have the Baringo
County raster image of our interested years, 2022, 2012 and 2002.

Pixel based classification was done using QGIS. Each pixel represents a specific class. The
six classes assigned to the pixels are wetland, forest, farmland, built-up, grassland and other
lands. However, identifying pixels that represent built up areas was challenging due to
spectral confusion with other land cover types. Depending on the user’s accuracy, each pixel
should be assigned correctly to its category. For example, an area inside Lake Baringo would
be assigned to a wetland, and an area having a building or a forest each pixel would be
assigned to its correct class respectively.



Figure 3: Baringo County landsat 8 image with training sites seen as small dark spots

Adding the new classes to the R script, a plot is made showing the reflectance value of each
class per landsat 8 bands. All other classes have a spike reflectance value after band 2 except
for class 1 which represents wetlands as shown in figure 4. These reflectance values play a
very crucial role in the model training.

Figure 4: Reflectance value of training classes per bands



2.4 Model Building
In this part, the engineered features which are the samples with the reflectance value are used
to build the machine learning model that does the classification. Two models are used which
are the random forest model and support vector machine model. Comparison is then done
between these two models to see how well they do the classification over the three decade
span. The best performing model is finally used to do the supervised classification of Baringo
County. In this study the best performing model is the random forest classification which is
used to perform the classification.
Random Forest: An ensemble learning method that operates by constructing a multitude of
decision trees.
Support Vector Machine (SVM): A powerful and versatile machine learning model capable
of performing linear or nonlinear classification.

There is often an imbalance of training pixels in the training samples where one class is
represented by a large number of pixels while the other is represented by a few samples. This
often leads the classifier to over classify strongly represented values and under classify
classes with small samples. To solve this error downsampling was done. Training samples are
down-sampled to have an equal number of samples per each classification class. In this study
each class was down-sampled to 30 values. Out Of Bag error (OOB) is estimated internally in
the training phase as an unbiased estimate of the classification error. The random forest
model below in figure 5 shows the relationship between the OOB error and the number of
trees used. As the number of trees increases there is a decrease in the error which is a good
sign for the random forest model.

Figure 5: Random Forest model showing the error per number of trees



The support vector machine performs poorly with an error of 19%. This leads to sticking with
the random forest model which performed better than the SVM to do the classification.

2.5 Ground validation
To validate the results, clear resolution satellite images in Google Earth are used, where
random points shown in figure 7 are generated from the classified image and ground truthing
is done.

Figure 6: Random points from classified raster image of Baringo County 2022
While validating, each class is checked whether it belongs to the specific attribute it
represents as seen in the below figures.

Class 1 represents wetland, as seen in the
figure above the classification correctly
classifies wetland area in Lake Baringo

Class 2 represents Forest and the algorithm
correctly classifies it.



Class 3 represents Farmland (2015 Maxar
Image)

Class 4 represents built up which correctly
shows a homestead (2015 Maxar Image)

Class 5 represents grasslands Class 6 represents other lands

Figure 7: Ground validation per each class of the supervised classification



2.6 Results

LAND COVER MAP OF BARINGO COUNTY 2022, 2012 AND 2002

2022 2012 2002

Figure 8: land cover classification map of Baringo County 2022, 2012 and 2002

Table 2: Area covered by each classified category

Land Use Type
Area (Ha)

2022 2012 2002

Wetlands 26124 49562 31638

Forest 69363 151105 162455

Farmland 656831 209543 265577

Built up 115435 109992 89512

Grasslands 23229 190001 236869

Other lands 190916 371670 295825



When the three results are compared, land cover in Baringo County has changed
significantly. Wetland cover has reduced greatly while farmlands have been increasing
since 2002. Built-up areas also increased from 2012.

After training the classification classes using random forest, classification is done on the
target rasters. The first image to be classified was in February, 2022 as shown in figure 8. On
the 2022 landsat 8 image, the random forest model had an accuracy of 88.93%. The Wetland
category had the lowest class error at 0, while the grasslands category had the highest error at
0.3 as shown in the confusion matrix on figure 10. To reduce the large error in the grassland
category more training samples/pixels can be corrected. Also the user accuracy has to be
improved. Class 1 represents wetlands, class 2 forest, class 3 farmland, class 4 built up, class
5 grassland and class 6 other lands on the confusion matrix below.
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Figure 9: Confusion matrix with the error rate on the left, on the right area in km2 per classification class

From the classification results above of 2022, it's now possible to get the accurate area
statistics of each land cover class in Baringo County. The above figure shows the size in
kilometers squared of the area classified. Farmland had the largest land cover area, followed
by Other lands while built up areas follow very closely. Wetland which contains both Lake
Baringo and Lake Bogoria has an area of 26117 hectares.

The second image to be classified was in 2012 as shown in figure 8. The model had an
accuracy 72.07% in 2012, the reduced accuracy may be attributed to the cloud masking done
which did not mask all clouds.

In the year 2002, the random forest model had an accuracy of 94% as shown in figure 10.
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Figure 10: Out of bag error rate on the left, on the right area in km2 per classification class

2.7 Conclusion

The activities above have shown the land cover types and area coverage of Baringo County
as per IPCC standards. It has also shown the changes in land cover over a 3 decade span, that
is from the year 2002, 2012 and 2022. The greatest land cover change in Baringo County has
been in wetlands. The government and local communities should come up with policies on
how to conserve the remaining wetlands. The two main lakes in Baringo are home for many
species of birds with the main birds being thousands of flamingos. Preserving the wetlands
will not only provide water for the local community but also conserve the ecology of
Baringo.In the next report more training samples will be collected for our target years. The
aim will be 100% user accuracy in pixel identification of the land cover classes. Regression
algorithms for classification will also be tried out and the differences compared.




















